
www.manaraa.com

Proc. Natl. Acad. Sci. USA
Vol. 91, pp. 7473-7476, August 1994
Neurobiology

A model of prenatal acquisition of speech parameters
BRADLEY S. SEEBACH*t, NATHAN INTRATOR0§, PHIL LIEBERMAN¶, AND LEON N COOPER*§II
Departments of *Neuroscience, Cognitive and Linguistic Sciences, and ItPhysics, and Institute for Brain and Neural Systems, Brown University, Providence,
RI 02912; and tSackler Faculty of Exact Sciences, Tel Aviv University, Ramat-Aviv 69978, Israel

Contributed by Leon N Cooper, April 18, 1994

ABSTRACT An unsupervised neural network model induc-
tively acquires the ability to dis h categorically the stop
consonants of English, in a mannerc ent with prenatal and
early postnatal auditory experience, and without reference to
any spcialz knowledge of ligisic structure or the proper-
ties of speech. This argues against the common assumption that
inguisic knowledge, and spee perception particular, can-
not be learned and must therefore be innately specified.

Chomsky's view that the "core" features ofhuman linguistic
ability are innate (1) is based in part on his assumption that
linguistic knowledge, including the processes of speech per-
ception, cannot be learned and thus must be preprogrammed.
As this view is not universally accepted (2) and as there is
some evidence for early alteration of phonetic perception by
linguistic experience (3, 4), it appears useful to examine this
assumption. In this paper we show that unsupervised neuron
learning, as proposed to account for experimental data in
visual cortex (5), can enable learned categorical perception of
speech sounds with a reasonable approximation of the pre-
natal auditory environment. It thus follows that some aspects
of early speech perception can be learned and therefore need
not be innate.
Some of the strongest evidence for innate "linguistic"

brain mechanisms comes from the study of speech. For
example, the acoustic signals that differentiate stop conso-
nants such as [b], [p], [d], [t], [g], and [k] are perceived
categorically by adult (6) and infant (7) human listeners. The
categorical behavioral responses ofhuman adults and infants
to these stop consonants has generally been interpreted as
evidence for innate neural mechanisms tuned to the acoustic
characteristics of speech (2, 7-10). In this view, linguistic
development is not a learning process, but a process of
selecting the discriminations useful to the maturing infant and
forgetting those that are not useful (11). Supporting this belief
is the discovery that infants, unlike adults, can discriminate
phonetic units of languages they have never heard (12, 13). It
is believed that such complex, cognitive behaviors of infants
cannot arise from prenatal, experience-dependent modifica-
tion of neurons.
However, such modifications have been shown to play a

critical role in the development of neuronal selectivity. In
visual cortex, for example, experience-dependent develop-
ment proceeds rapidly from the onset of visual function
through the so-called "critical period" and is strongly de-
pendent on the visual environment in which the animal is
raised. In the following study, we show that the prenatal
auditory environment combined with a model of neuronal
modification similar to that proposed for visual cortex can
account for the acquisition of some basic speech contrasts as
well as categorical perception of speech sounds.
The onset ofhearing for humans begins as early as the 24th

week of gestation (14, 15), raising the possibility that a
lengthy "critical period" for auditory development may take

place during the last several months offetal life (16). Clearly,
auditory experience in immature animals can alter frequency
tuning (17) and spatial mapping (18) in auditory centers ofthe
brain, and cognitive studies ofhuman infants have shown that
both prenatal (3) and postnatal (4) experiences may alter
aspects of human speech perception prior to language acqui-
sition. The fetus develops in an acoustically rich environment
including the mother's voice. Low-frequency sounds domi-
nate (19), whereas pure tones with higher frequencies (from
external sources) are more attenuated. A certain amount of
masking of low-frequency sounds is to be expected, though,
due to the presence of low-frequency intrauterine noise, and
tests of fetal hearing commonly use frequencies ranging from
500 Hz to 4 kHz. Low-frequency, broad-band noises are
expected to be most efficient in producing responses in such
tests (20). No adequate characterization of the transfer func-
tions of the fetal middle ear exists (21).
The auditory periphery is characterized by broad bandpass

tuning and poor phase-locking abilities during early mamma-
lian development (22), though the "circuits" passing encoded
information to auditory cortex appear to develop as func-
tional units (for example, see ref. 23). Thus, encoded infor-
mation reaching auditory cortical areas early on seems likely
to consist of broad-band frequency information with consis-
tent measures of intensity, but little or no phase information.

Fig. 1 shows an acoustic energy surface of the consonant-
vowel (CV) syllable [ta] processed in a manner consistent
with these constraints. A high degree of overlap in both time
and frequency dimensions produces a "smooth" energy
surface. Speech sounds typically display this type of energy
surface, with peaks and valleys running in the general direc-
tion of the time axis. This stimulus is impoverished in
comparison with those often used in speech studies but
captures essential qualities of sounds that might be transmit-
ted to the neonate's auditory centers: broad-band frequency
information, little or no phase information, and fairly accu-
rate representations of intensity. CV syllables processed in
this manner were used as the speech data base for training
and testing a neural network model.
We used a neural network based on the work of Bienen-

stock, Cooper, and Munro (BCM) (5) to determine whether
the neural circuitry essential to speech perception might
develop inductively in cortical auditory centers. The BCM
theory has been used to describe the outcome and kinetics of
experience-dependent synaptic plasticity in kitten striate
cortex (25, 26). The mechanism for learning used by BCM is
one that may be active in immature auditory cortex, as it
requires only experience with sensory information.
Consider a neuron with input vector d (=di, . . ., dn),

synaptic weight vector m (=ml, . . . , mi), both in R", and
activity (in the linear region) c = mud. The essential properties
of the BCM neuron are determined by a modification thresh-
old 0m (which is a nonlinear function ofthe history ofactivity
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FIG. 1. The energy surface of approximately the first 55 ms of a
pronunciation of the syllable [ta] by speaker BR. The ordinate is a
perceptually defined scale of frequency known as critical bands
(CBs) (24), and due to filter settings, represents frequencies from
approximately 70 Hz to 4.5 kHz in a semilogarithmic manner. The
abscissa is time, represented by 20 overlapping, 32-ms half-Hamming
sampling windows. Each successive window was advanced 2 ms, so
that the represented starting times for sampling windows ranged from
0 to 38 ms following the consonantal release. Higher decibel (dB)
levels are represented by lighter-gray peaks.

of the neuron) and a function that determines the sign and
amount of modification and depends on the current activity
and the threshold Om. The synaptic modification equations
are given by

dmi
=-.&4(c, 0m)di, [1]

dt

where in a simple form Om = E[(m d)2] and 4(c, em) = c(c

In a lateral inhibition network of nonlinear neurons the
activity of neuron k is given by Ck = mk d, where mk is the
synaptic weight vector ofneuron k. The inhibited activity and
threshold of the kth neuron is given by ek = (Y(Ck - 7n Xjk Cj)
and et = E[e2, for a monotone saturating function v,. The
resulting stochastic modification equations for a synaptic
vector mk in such a network are given by

rnk = A f4+(Ck0t)'(Ck) 71j,k(tj, &Dv (tj) d [2]

This network is actually a first-order approximation to a
lateral inhibition network. Its properties were discussed by
Intrator and Cooper (27).
A neuronal delay-line mechanism similar to that proposed

by Jeffress (28) is assumed to provide the network with a
sequence of acoustic events beginning with the syllable
onset. Many species, including humans (29), use neuronal
delay lines for sound localization.
The phonetic features distinguishing English stop conso-

nants are place of articulation and voicing (6-8, 10). Place of
articulation can be viewed as trinary (labial, alveolar, or velar)
and voicing as binary (voiced or unvoiced). The problem then

becomes to determine whether neurons can learn to detect
these phonetic features in an appropriate environment without
explicit preprogramming. The training para we used is
aimed at finding subphonemic features distinguishing between
the different places ofarticulation independently ofthe voicing
information. This is conceptually different from learning to
recognize consonants as ifthey are unrelated, indivisible units,
and requires a different training paradigm. For example, ifone
wishes to use a "supervised" model to recognize the stop
consonant [k], one might train the network on a data base
containing examples of all stop consonants in a variety of
contextual situations (for example, ref. 30). In this manner, the
net might be "taught" to accept all [k] sounds and reject all
non-[k] sounds in many different environments. However, if
one's purpose is to develop a neuron's selectivity for a
subphonemic feature that distinguishes the consonant [k] from
the consonants [p] and [t] (place of articulation), then the best
training set is one that contains only that feature distinction.
Such a reduction of available phonetic distinctions in the

training data base may typify a real process of development.
It may be useful to think of the developing, peripheral
sensory system as passing to fetal cortex a very simplified
training set in the earliest stages-poorly focused frequency
information, no phase locking, etc., in our example-and
gradually increasing the complexity of available information,
allowing for a progressive, cumulative development and
refinement of neuronal selectivities.
A BCM network containing five "cells" was trained on a

set of 74 pronunciations of [pa], [ka], and [ta] (unvoiced-stop
syllables plus [a]). These syllables were pronounced by a
single speaker and were not normalized for loudness or
speaking rate. Averages of the three syllable types are shown
as gray-scale images in Fig. 2A. The network was trained by
random presentations of the 74 tokens until changes in
neuronal selectivity became minimal. In the experiments
reported here, 5 features were extracted from the 440
dimensional original space. The synaptic weights developed
by each of the five cells have been reconstructed graphically
(Fig. 2B) with the same axes as the training syllables (Fig.
2A), so that comparisons between the auditory inputs and the
selectivities that developed might be made.

After training, cell 4 responded strongly to CV syllables
containing labial stops and had excitatory synaptic weights
corresponding to a large, low-frequency burst area and the
region ofthe second formant frequency (F2) for [a]. These are
the distinctive features of [pa] in the training set (Fig. 2A).
Excitatory synaptic weights did not develop corresponding to
strong but nondistinctive features of [pa], such as high energy
in mid-range frequencies in the earliest time frames. Cells 1
and 5 responded most strongly to alveolar stop CV syllables.
Both captured the short, high-frequency burst of [ta] and had
negligible or inhibitory synaptic weights in high-frequency
regions following the burst. An alveolar stop was identified
when both of these cells responded strongly. Cells 2 and 3
together produced a strong response to velar-stop CV sylla-
bles. Both cells developed excitatory synaptic weights in
extensive high-frequency regions, corresponding to the long
duration of high-frequency burst energy for velar stops. The
synaptic development of these cells differed in some re-
spects: cell 2 had excitatory weights corresponding to a
mid-frequency burst (often associated with [ka]), whereas
cell 3 had excitatory weights in high-frequency areas that
faded into the region of F3.
The BCM network effectively reduced the dimensionality

of the original problem space from 440 dimensions to the 5
dimensions corresponding to the cells' selective responses.
These cell selectivities correspond to subphonemic features.
In order to interpret the results, a statistical classifier was
trained to "phonemically" classify the output ofthe net's five
cells as they responded to a testing data base. Although the
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FIG. 2. (A) Average energy contour for each of the three training syllable types for speaker BR, shown as gray-scale images. The lighter
areas of these images represent the presence of significant energy, with the ordinates of each image representing increasing frequency on the
critical-band scale, and the abscissa of each image representing increasing time, which goes from 0 to 38 ms as marked by the start of each
sampling window. (B) Gray-scale images of synaptic weights for the five cells of a BCM network following training.

BCM network was trained only with the unvoiced tokens of
a single speaker, the classifier was trained on (5-dimensional)
voiced and unvoiced data from the other speakers as well.
The unsupervised feature extraction/classification method
was discussed by Intrator (31). Results ofthe classification of
training-set stimuli and testing stimuli from all three speakers
are presented in Table 1.
Novel unvoiced-stop syllables from two different speak-

ers, one male and one female, were correctly classified at a
98% rate. In contrast, neural network speech recognizers
working on phoneme identification tasks have been highly
successful in speaker-dependent tasks on entrained syllable
types (30), and utterance recognition systems have been
successful with multiple, novel speakers over very limited
vocabularies (32, 33). Novel voiced-stop syllables were also
successfully classified 96% of the time, despite the absence
of voiced-stop syllables in the training data base. The gen-
erality of solutions is atypical for speech recognition systems
and indicates that the BCM net is discovering features that
yield categorical place-of-articulation distinctions.
Such an ability to internalize distinctive features of envi-

ronmental sounds could explain an infant's ability to discrim-
inate features of languages they have never heard. Phonemic
features are defined perceptually. For example, Hindi has
types of stop consonants that are distinguished by the pres-
ence or absence of aspiration (34). An adult speaker of Hindi
can reliably produce and perceive this distinction. Adult
speakers ofEnglish produce aspirated stop consonants under
certain circumstances, though they no longer perceive a
difference between an aspirated stop and an unaspirated stop.
Because our supposed prenatal auditory neural network
learns distinctive features of its sound environment, the child
of an English-speaking woman could learn to make phonetic
distinctions which his or her mother produces but cannot
perceive.

Table 1. Classification results
% correct (n)

Speaker Unvoiced stops Voiced stops Total by speaker
BR 99 (74)* 95 (73) 97 (147)
LN 98 (45) 91 (44) 94 (89)
JS 99 (75) 100 (75) 99 (150)

Total 98 (194) 96 (192) 97 (386)
*Unvoiced stops from speaker BR were the training set for this
sample run.

The network and its training paradigm present a different
approach to speaker-independent speech recognition. In this
approach the speaker variability problem is addressed by
training a network that concentrates on the distinguishing
features of a single speaker, as opposed to training a network
that concentrates on both the distinguishing and common
features, on multi-speaker data.
Although we cannot yet be sure that the features discov-

ered are invariant, the high degree of generalization across
states of voicing, loudness, and speakers of both sexes gives
reason to believe that neuronal selectivities such as those that
develop in this model might provide a basis for perceptual
abilities seen in early infancy. It thus appears that the
assumption that a complex, cognitive behavior such as cat-
egorical perception of speech sounds cannot have its roots in
prenatal experience is incorrect.
The questions become empirical. What is the appropriate

prenatal auditory experience? Is this sufficient to produce the
phonetic perceptual abilities underlying infant phonetic dis-
criminations? Finally, what is really happening in this phase
of early auditory development?
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